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About Runtastic



WHO WE ARE

We are

8
 years old

We are over

235
employees

Our products are available in 
up to

1 TEAM
We are

and one shared vision
offices in Linz, Vienna and 

Salzburg

We are

4
 founders

We were profitable after just

20
months

We come from

36+
unique countries

We have

3 15
languages





EACH DAY WE HAVE

150,000
NEW DOWNLOADS

WE BOAST OVER

230 MILLION
TOTAL APP DOWNLOADS

WE HAVE MORE THAN

3,472,757
FANS AND FOLLOWERS

WE HAVE MORE THAN

120 MILLION
REGISTERED USERS

24h



OUR PORTFOLIO

The Runtastic Portfolio offers 
users a comprehensive and 
easy-to-use portfolio of 
health & fitness products, 
services and content. 



About you



Let’s get to know each other

• What is your current position?
• What kind of topics are you working on?
• What do you expect from this workshop?
• Have you done any experimentation before?

If so, what was your approach?



A/B Testing Workshop



How we leverage experimentation

• Who: a few PMs
• What: selected app views
• Tools: limited functionality
• No learning process

• Who: PMs, CRM, content 
marketing

• What: products, features, 
communication, blog

• Coordinated by data scientists
• Tools: external & in-house
• Knowledge sharing & learning
• Community

Before Now



What you should expect

• Basic intro and examples

• Theory

• Checklist & guidelines

• Learning from past experiments

• Common pitfalls

• Practice



What is A/B testing?



A/B testing is NOT…

Validation of 
guesswork

Consumer 
psychology 

tactics

Meek 
tweaking



What is A/B testing?

Conducting experiments to optimize customer experience

OR



In a nutshell

*Credits: Optimizely

50%

50%

https://www.optimizely.com/optimization-glossary/ab-testing/


Examples



Jawbone’s homepage
Variation includes educational 
information regarding the high-level 
benefits of fitness trackers.

*Credits: Optimizely

https://www.optimizely.com/resources/experimentation-case-studies/


Runkeeper

Goal: increase retention on sport 
activities other than running.

Variant B increased retention on 
non-running activities with 
235%.

*Credits: Optimizely

https://www.optimizely.com/resources/experimentation-case-studies/


Secret escapes: registration

A mandatory signup gate was 
the more optimal experience.

It more than doubled the signup 
rate and did not lead to 
negative reviews or comments.

 

*Credits: Optimizely

https://www.optimizely.com/resources/experimentation-case-studies/


Revolve: mobile app downloads
    
 

The variation with the aggressive 
splash page increased app 

downloads from the mobile site.

 

*Credits: Optimizely

https://www.optimizely.com/resources/experimentation-case-studies/


Use case collection

• What would be an interesting experimentation use case?
• What goal(s) would you like to achieve?
• Why do you think your treatment would work better?
• How do you plan to make use of the result?



Overview



The 4 steps of A/B testing

Step 4

Interpret 
results

Iteration is key
Step 3

Construct 
experiment

Step 1

Analyze

Step 2

Form a 
hypothesis



Statistical background



Frequentist Approach

• Make predictions on underlying truths of the experiment using only 
data from the current experiment.

• Goal of an A/B test: determine whether the data collected during the 
experiment can conclude that one variation is measurably different 
from the other.



Terminology

• Control (A), treatment (B), variants (B1, B2, …)
• Sample size (n)
• Baseline conversion rate
• Minimum detectable effect (MDE)
• Statistical significance level (α)
• Statistical power (1-β)
• Error types: false positive, false negative
• Hypothesis (null & alternative)
• P-value



Statistical Significance Level (α)

The probability of detecting a false positive (type I error).

The probability of detecting a difference, when there is actually no 
difference.

(in practice, α = 5% or α < 5%)



Statistical Power (1-β)

The probability that a statistical test will detect a difference between the 
control and variant, if there really is such a difference.

The probability to detect a true positive result.

Power = 1 - β

β = probability of detecting a 
     type II error

(in practice, power = 80% or > 80%)



Start with a hypothesis

A hypothesis is an assumption made with little/no evidence.

Null hypothesis (H0) = “There is NO difference between A and B”

Alternative (Ha) = “There is a difference between A and B”

Hypothesis testing:
1. Assume H0 is true
2. Collect data for A and B
3. Reject H0 if A is significantly different from B

"My data looks different than the null hypothesis."



Hypothesis testing

Data (e.g. conversions)

Error threshold (α, β) 

P-value

H0: (A = B)

Objective indicator: 
how consistent your 
data are with the H0

Decision:
● If p < α, then reject H0
● Otherwise, accept H0



T-test

• Compares two averages (means) and tells you if they are different from each 
other. 

• The t-test also tells you how significant the differences are:
whether those differences could have happened by chance (p-value).

• Note: Assumes that the two samples are normally distributed 
(alternative: Mann-Whitney U test)

Example:  Membership up-selling

• Control: no offer
• Treatment: -40% offer, 15 mins after paywall visit with no resulting purchase
• Target metric: conversion rate



T-test

● normally distributed, small samples (n < 30)
● standard deviation unknown

p-value



One-tailed vs. two-tailed tests

● one-tailed tests look for effects only in one 
direction (can miss opposite effects)

● are more prone to false positive errors



Two-tailed t-test: Example



Experimenting with t-tests

http://www.evanmiller.org/ab-testing/t-test.html

http://www.evanmiller.org/ab-testing/t-test.html
http://www.evanmiller.org/ab-testing/t-test.html


Chi-squared test for independence

• Determine if two discrete variables are associated (e.g. gender and political affiliation)
• Used for A/B testing to test whether the rate of success across two or more groups is different

• Test the relationship between treatment and conversion

http://www.evanmiller.org/ab-testing/chi-squared.html#


P-value

The probability that the observed difference in conversions would have been 
observed if there were no underlying difference between the control and 
variant.

or

The probability of obtaining an effect at least as extreme as the one in your 
sample data, assuming the truth of the null hypothesis.



P-values: common misconception 

Observation: 

• It is NOT that probability that the null hypothesis is true!
• P-values are NOT the probability of making a mistake by rejecting a true null 

hypothesis.

Example: vaccine study produced a p-value of 0.04
● Correct: Assuming that the vaccine had no effect, you’d obtain the observed difference 

or more in 4% of studies due to random sampling error (false positive). 

● Incorrect: If you reject the null hypothesis, there is a 4% chance that you’re making a 
mistake.



Example: Electricity Cost

We want to determine whether our 
sample mean ($330.6) indicates that 
this year's average energy cost is 
significantly different from last 
year’s average energy cost of $260.



Example: Electricity Cost

H0:  There is no significant difference 
between this year's average energy cost of 
$330.6 and last year’s average energy cost 
of $260.

Our sample mean (330.6) falls within the 
critical region, which indicates it is 
statistically significant at the 0.05 level.

Conclusion: There is enough evidence to 
reject H0.

This year’s costs are different than last 
year’s costs.



Example: Electricity Cost

H0:  There is no significant difference 
between this year's average energy cost of 
$330.6 and last year’s average energy cost 
of $260.

Our sample mean (330.6) falls outside of 
the critical region, which indicates it is 
statistically significant at the 0.01 level.

Conclusion: There is not enough evidence 
to reject H0.

This year’s costs are probably not different 
to year’s costs.



Important

You need to choose your significance level before you begin your study! 

It protects you from choosing a significance level because it conveniently 
gives you significant results!



Power analysis

Used to determine the sample size required to detect an effect of a 
given size with a given degree of confidence (α).
What you need:
1. baseline conversion rate
2. minimum effect size (absolute or relative)
3. significance level = α (Type I error) = probability of finding an effect that is not there
4. power = 1 - β (Type II error) = probability of finding an effect that is there

Sample size calculators:

• Evan Miller’s
• Optimizely

How long should I run the test?

http://www.evanmiller.org/ab-testing/sample-size.html
https://www.optimizely.com/sample-size-calculator/


Your turn...

Example: Increase registration rate on your app/website

• Current registration rate: 12%
• Test setup:

• 1 control & 2 variants (A, B, C)
• only 20% of visitors
• avg. # visitors / day: 10k
• significance level: 98%, power: 80%
• MDE: 5% (relative vs. absolute)

• How long should you run the test?
• http://www.evanmiller.org/ab-testing/sample-size.html



Disadvantages of frequentist 
approaches

• Counterintuitive
• The t-test is plagued by false discoveries

• especially when looking at results continuously
• even with the right sample size of visitors

• True error rate



Bayesian Approach

• Bayesian statistics take a more bottom-up approach to data analysis. 

• Past knowledge is encoded into a statistical device known as a prior.

• This prior is combined with current experiment data to make a 
conclusion on the test at hand.

“A fundamental aspect of Bayesian inference is updating your 
beliefs in light of new evidence. Essentially, you start out with a 

prior belief and then update it in light of new evidence. An 
important aspect of this prior belief is your degree of confidence in 

it.”  (Boundless Rationality)

https://boundlessrationality.wordpress.com/2011/06/28/black-swans-the-ludic-fallacy-and-bayesian-inference/


Frequentist vs. Bayesian

The difference is that in the Bayesian view, a probability is assigned to a hypothesis. 
In the frequentist view, a hypothesis is tested without being assigned a probability.



Why Bayesian?

Would you rather say:

 “The probability that A > B is 10%”, 

or 

“Assuming the null hypothesis that A and B are equal is true, the 
probability that we would see a result this extreme in A vs. B is 

equal to 3%”
?



Bayesian Approach

1. Define the prior distribution that incorporates your subjective beliefs about a parameter. 

2. Gather data.

3. Update your prior distribution with the data using Bayes’ theorem to obtain a posterior 
distribution. 
The posterior distribution is a probability distribution that represents your updated beliefs 
about the parameter after having seen the data.

4. Analyze the posterior distribution and summarize it (mean, median, sd, quantiles,…).



Bayes’ Theorem



Example

• Control and treatment group distr.

55%



Your turn...

*uses the Beta distribution

https://www.peakconversion.com/2012/02/ab-split-test-graphical-calculator/

https://www.peakconversion.com/2012/02/ab-split-test-graphical-calculator/
https://www.peakconversion.com/2012/02/ab-split-test-graphical-calculator/
https://en.wikipedia.org/wiki/Beta_distribution


Another online tool

*uses the Beta distribution https://yanirs.github.io/tools/split-test-calculator

https://en.wikipedia.org/wiki/Beta_distribution


Yet another tool

abtestguide.com/bayesian/



The Definitive Guide to 
A/B Testing



The 4 steps of A/B testing

Step 4

Interpret 
results

Iteration is key
Step 3

Construct 
experiment

Step 1

Analyze

Step 2

Form a 
hypothesis



Checklist

1. Define a goal (e.g. increase conversion rate).
2. Investigate current state (gather and analyze data).
3. Identify problem / opportunity area.
4. Form a hypothesis.
5. Identify a control and a treatment (experiment design).
6. Identify key metrics to measure (select one as main metric).
7. *Identify what data needs to be collected.



Checklist

8. *Make sure appropriate logging is in place.
9. Determine how small of the difference you would like to detect (MDE).

10. Determine the fraction of users in the treatment group.
11. Run a power analysis: decide how much data you need to collect and 

how long you need to run the test.
12. Run the test AT LEAST this long (consider seasonality).
13. *First time trying smth. new: run a dummy A/A test to check for 

systematic biases.



Spotify navigation
1

2

3

4

*Credits: Designing with Data, O’Reilly

http://shop.oreilly.com/product/0636920026228.do


Spotify navigation

Possible hypotheses:

4

*Credits: Designing with Data, O’Reilly

http://shop.oreilly.com/product/0636920026228.do


Spotify navigation

• Variant 1 (cell A): simplified 
“hamburger” menu

• Variant 2 (cell B): prominent 
navigation

• other variants were also tested

5

*Credits: Designing with Data, O’Reilly

http://shop.oreilly.com/product/0636920026228.do


Spotify navigation: learnings

• Preliminary informational A/B test (low investment!) done before to get some 
directional learning

• No significant effect on second week retention for either of the two treatment 
variants

• Cell B showed improvements on some of the secondary metrics 
(i.e. users were exploring more the app)

• Evidence from previous analytics: increased exploration of the app was tied to 
retention (data!)

• Decision: invest further in exploring a more prominent navigation



Iteration is key

• for a given opportunity area you might need to run multiple test
• each experiment can provide new data for your goal



Iteration types

Local: Low variation 
between variants with the 
goal to optimize current 
setup.

Global: Designs that are 
very different from each 
other with potential high 
impact (new ideas!).

*Credits: Designing with Data, O’Reilly

http://shop.oreilly.com/product/0636920026228.do


Integrate other methods

• Can bring new knowledge to the table that 
otherwise would not be possible only with A/B 
testing

• E.g. usability tests, case studies, questionnaires

Spotify example: usability tests showed that the tab 
bar was generally more successful



Spotify navigation

Both treatments showed 
significant improvement 
on second week retention.

Cell A had the added 
benefit of increasing 
another metric of interest.

*Credits: Designing with Data, O’Reilly

http://shop.oreilly.com/product/0636920026228.do


Refinement

• Local iterations

• Continued to explore further improvements

• e.g. numbers of tabs, labels, icons

• Previous learning help design more targeted 
experiments

• Helps reach a local maxima



Test design

Define and design variants to clearly and uniquely reflect 
your question / hypothesis.

5



Test design

Checklist

• Articulate a strong list of things you want to learn (success & failure)

• Ask yourself: “If test X succeeds/fails, what experiment would I run next?”

Opportunity: Exaggerate a feature of a test cell with the intention to learn

5



Questions to ask

• How can I create a design/experience that best expresses my hypothesis?

• How are the key components of my hypothesis represented in the design?

• Are there any redundant / missing test variants?

• What will I learn with this variant that I wouldn’t be able to learn with the others?

• Can I “postpone” some variants to the next experiment?

• How does the design help gather the right data that will provide evidence in 
favor or against my hypothesis?

• Can the test with these same test variants answer a different question?



But remember...

A/B tests are dumm.
Can only answer with “yes” or “no”.

But you pick the question.

jhfaj (*!ejkw *&basd? Calculating…
The answer is “yes”.



Camping example

• Goal: increase camping enrollment
• Hypothesis: by adding new activities to the program we can increase 

enrollment, because we will engage a wider range of audience

*Credits: Designing with Data, O’Reilly

http://shop.oreilly.com/product/0636920026228.do


Learning

*Credits: Designing with Data, O’Reilly

http://shop.oreilly.com/product/0636920026228.do


Experiment 0

• “What experiment might I have run before the one I am planning now?”

• Useful when experimenting with a new problem/opportunity area

• Determine if you jumped too quickly to a set of experiments that are too 
detailed for the stage you are in.

• Example: remove the feature entirely (skyscanner: “cheapest flights ticker”)

• Benefit: Avoid investing unnecessary resources



When to stop an experiment?

• Should never think about stopping and experiment.

• Instead: change the nature of experiments you are running, if you don’t see any gains in 
the current area

• When learning about customer 
behaviour: explore many 
problem areas simultaneously

• With experience, your 
explorations will become more 
focused and narrow

*Credits: Designing with Data, O’Reilly

http://shop.oreilly.com/product/0636920026228.do


How to evaluate?



Checklist

1. Look at significance level.

2. Use the main KPI to make a decision.

3. Don’t evaluate before 

a. predefined confidence level is reached (95% or 99%)

b. minimum required sample size (per group) is reached

c. the time interval covers all variations (e.g. weekly seasonality).



Pitfalls to avoid



Interfering with a running test

Don’t change anything on a 
running A/B test (except bugs)!



Multiple variants

• Avoid too many variants in a single A/B test
Why?
• Test needs more time to reach significance
• Difficult to manage and learn from



Peeking: stopping test early

• Stopping a running test that did not reach at least 95% significance.

• Stopping tests early, as soon as it reaches significance.

*Credits: Optimizely

http://pages.optimizely.com/guide-statistics-online-experiments.html


Tweaking

e.g. webpage with 
300 views/day



Focusing on low impact

Run high-impact tests. 

*Credits: Optimizely

https://blog.optimizely.com/2014/07/02/how-to-use-data-to-choose-your-next-ab-test/


Ignoring seasonality

• Sample size matters, but seasonality matters more
• Run tests long enough to capture variations



Worst-case scenarios

• Ensure product is well-designed for best- and worst-case scenarios

• Consider edge-cases: messy data in designs 

• Example: long user names, broken images, etc.



Novelty effect

• Changes help disrupt the blindness banner

• Changes can attract more user’s attention

• However: might as well be just temporary effect

• Solution: run tests longer and maybe twice



Not planning ahead

• Thinking about next steps only when you get your results back

• A/B testing should not slow you down

• Anticipate next steps and design next stage of experiments while 
waiting for results



Final remarks



Be patient: testing is not a free lunch

Learn from experiments and improve!



A/B testing is NOT always the 
best choice to find answers.



Team work



DIY: Setting up an A/B test

1. Find a realistic and meaningful use case

2. Following the checklist, set up your own A/B test

3. Calculate how long the test should run based on traffic, base 

conversion rate and expected effect (use 3 different MDE values)

4. Define what actions you would take depending on the test outcome

5. What would be your next test?



Runtastic.com

Thank you!
Your feedback is greatly appreciated!


